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Abstract—This article proposes an approach to content-preserving image stitching with regular boundary constraints, which aims to

stitch multiple images to generate a panoramic image with piecewise rectangular boundaries. Existing methods treat image stitching

and rectangling as two separate steps, which may result in suboptimal results as the stitching process is not aware of the further

warping needs for rectangling. We address these limitations by formulating image stitching with regular boundaries in a unified

optimization framework. Starting from the initial stitching result produced by traditional warping-based optimization, we obtain the

irregular boundary from the warped meshes by polygon Boolean operations which robustly handle arbitrary mesh compositions. By

analyzing the irregular boundary, we construct a piecewise rectangular boundary. Based on this, we further incorporate line and regular

boundary preservation constraints into the image stitching framework, and conduct iterative optimizations to obtain an optimal

piecewise rectangular boundary. Thus we can make the boundary of the stitching result as close as possible to a rectangle, while

reducing unwanted distortions. We further extend our method to video stitching, by integrating the temporal coherence into the

optimization. Experiments show that our method efficiently produces visually pleasing panoramas with regular boundaries and

unnoticeable distortions.

Index Terms—Content-preserving image stitching, panoramic image, rectangling, polygon boolean operations, piecewise rectangular

boundary

Ç

1 INTRODUCTION

THE rapid recent advances in digital visual media mean
that the public can now capture and produce high-quality

images and videos, which has promoted computer graphics
applications that utilize visual data captured by ordinary
users. Image/video panorama is one of these successful appli-
cations. With the integrated panorama module in their smart
phones and portable cameras, people can easily take pan-
oramic photos by simply moving their cameras. It is also the
most accessible way to get virtual reality content for immer-
sive visual experience. However, unlike well calibrated
images captured by professional devices with camera arrays,
the intrinsic and extrinsic parameters of the images captured
by consumer-level devices are difficult to estimate. Thus,
robust image stitching methods which directly stitch visual
content are highly important for such applications designed
for ordinary users.

Recently, much progress has beenmade in image stitching.
However, due to the casual motion of hand-held cameras,
existing stitchingmethods usually produce panoramic images
with irregular boundaries after the local feature alignment.

But the common application scenario for stitched images is to
display full panoramas on normal screens, or generate free-
viewpoint photos from part of the whole scene recorded as an
image collection, which means that we can only show them in
rectangular windows. To achieve this, a simple and direct
method is cropping, but it usually causes loss of important
content in the stitched panorama, and reduces the impression
of wide-angle photography. In order to produce panoramic
images with rectangular boundaries, image completion tech-
niques [2], [3] are used to synthesize missing regions in the
bounding box of panoramic images. However, these methods
are not stable, and may fail when synthesizing regions with
rich structures and semanticallymeaningful objects.

He et al. [1] proposed a rectangling method to produce
visually pleasing panoramic images with desired rectangu-
lar boundaries by warping the initial stitched panoramas.
Although effective in many examples, their method suffers
from the following problems: (1) In their method, stitching
and rectangling are two separate processes, so the latter rec-
tangling step may distort the optimized stitching result,
making it hard to get an optimal rectangular panorama.
Moreover, making arbitrary boundaries rectangular may
also introduce excessive distortions unacceptable for target
applications. (2) Their method relies on placing a grid mesh
on the stitched irregular panorama for rectangling, where
the mesh may contain pixels outside the stitched image due
to the irregularity of the boundary, leading to the resulting
rectangular image containing small “holes” near the bound-
ary; see the zoom-in view of Fig. 1g. (3) The warping-based
method may cause large distortions and destroy the align-
ment of features when turning an incompletely captured
scene to a rectangle. In summary, when the gap between the
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target rectangular boundary and irregular panorama bound-
ary is large, or there are “holes” which are difficult to fill in
by inpainting or warping, a better approach is required to
create panoramic images with regular boundaries while
avoiding large distortions.

In this paper, we propose a novel approach for content-
preserving image stitching, which aims to regularize the
boundary of the stitched panorama, and preserve as much
content as possible in a rectangular cropping window. Our
method is based on the following observations: (1) Rectan-
gling and stitching are tightly related, and optimizing the two
processes simultaneously can help produce better rectangular
panoramas in a content-aware manner. (2) The aim of pano-
rama rectangling is to preserve as much image content as pos-
sible in a rectangular window while avoiding unexpected
distortions. To achieve this, irregular boundaries should not
be simply optimized to be rectangles as evidenced by Fig. 1g.
We propose to instead use a more flexible piecewise rectangular
(a.k.a.rectilinear) boundary to ensure the regularity of the
boundary while avoiding excessive distortions; see Fig. 1d for
an example. Specifically, a piecewise rectangle is defined as
the union of one ormore rectangles, and a piecewise rectangu-
lar boundary refers to the outer boundary of such a shape.We
provide a user study to evaluate the advantage of stitching
with piecewise rectangular boundaries. Using piecewise rect-
angular boundaries also has the advantage that traditional
rectangular boundaries are treated as a special case, and will
provide rectangular results when appropriate. Our method
works well even for challenging cases and can produce visu-
ally pleasing results without user interactions; see Fig. 12 for
some examples. After stitching the input images using the tra-
ditionalmethodwith the global similarity prior [4], we extract
the outer boundary of the stitching result and analyze the
boundary constraints, and finally perform a global optimiza-
tion taking all the constraints into account to obtain the stitch-
ing result with piecewise rectangular boundary. Our method
can robustly stitch a large number of images. To achieve this,
we treat each image in the initial stitching result as a warped
mesh, and utilize polygon Boolean operations to extract irreg-
ular boundaries and suitable boundary constraints for piece-
wise rectangling. In the global optimization stage, we take
into account regular boundary, shape preservation, line pres-
ervation and global similarity constraints in a unified optimi-
zation framework. To obtain panoramic images with optimal
piecewise rectangular boundaries, we first automatically

extract the piecewise rectangular boundary, and then itera-
tively combine the boundary segments connected by steps to
simplify the shape of the panorama boundary while avoiding
large distortions. Finally, after minimizing the energy func-
tion, we get the stitching result by warping and blending.
When the target boundary is simply a rectangle, our method
performs stitching and rectangling simultaneously, and can
produce panoramas with rectangular boundaries; see some
examples in Fig. 13. Our method can help users easily crop
panoramas while preserving as much content as possible in
the rectangular cropping window, and avoiding unwanted
distortions, thus can enhance the panorama viewing experi-
ence. Furthermore, our method can be extended to video
stitchingwith regular boundaries.

The main contributions of this paper are summarized as:

� We propose a global optimization approach to pro-
ducing panoramic images by simultaneously stitch-
ing images and optimizing the boundary regularity
in a unified framework. By doing so, our method
reduces undesired distortions compared with tradi-
tional approaches where stitching and rectangling
are treated as two separate steps.

� We propose to use piecewise rectangular boundaries
to achieve regular boundaries while preserving con-
tent from input images as much as possible and
avoiding excessive distortions comparedwith the tra-
ditional rectangling. To effectively balance distortion
and boundary simplicity, we further develop a fully
automatic algorithm to produce optimized piecewise
rectangular boundaries.

2 RELATED WORK

We briefly review the techniques most related to our work.
Image Stitching. Image stitching aims to create seamless and

natural photo-mosaics. A comprehensive survey of image
stitching algorithms is given in [5]. Brown et al. [6] proposed a
method for fully automatic panoramic image stitching, which
alignsmultiple images by a single homography. Theirmethod
is effective under the following assumptions: (1) the camera
only rotates around its optical center; (2) the images are shot
from the same viewpoint; (3) the scenes are nearly planar.
However, for images shot by hand-held cameras, they always
contain parallax, which limits the application of their method.

Fig. 1. Pipeline of our method with piecewise rectangular boundaries. (a) input images, (b) initial stitching with irregular boundaries, (c) warped
meshes of the initial stitching, (d) piecewise rectangular boundary, (e) warped meshes of the piecewise rectangling, (f) our result, (g) rectangular
panorama result of [1].
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Given the limitation of a single homography, Gao et al. [7] pro-
posed to use two homographies to perform nonlinear align-
ment, where the scene is modeled by dominant distant and
ground planes. However, their method is only effective when
there are no local perspective variations.

For better performance in image alignment, Zaragoza
et al. [8] proposed the as-projective-as-possible (APAP) warp-
ing based on theMovingDirect Linear Transformation (DLT),
and can seamlessly align images with different projective
models. Their method can handle global perspectives, while
allowing local non-projective deviations, thus can deal with
some challenging cases. This technique has been widely
applied in image alignment due to its excellent performance
and in this paper we also use APAP for our initial stitching
before optimization. Based on APAP, researchers attempted
to obtainmore natural panoramas. Lin et al. [9] combined local
homography and global similarity transformation to achieve
more continuous and smooth stitching results, which have
less visible parallax and perspective distortions. Li et al. [10]
proposed a dual-feature warping-based model by combining
keypoints and line segment features. However, the 2D model
proposed in [10] cannot handle large parallax and depth var-
iations, and it is difficult to determine the line correspond-
ences in images with large parallax. Chang et al. [11] proposed
the parametric warping which combines projective and simi-
larity transformation. By combining this with APAP [8], their
method can significantly reduce distortions in the stitching
results. Chen et al. [4] further proposed the natural image
stitching with a global similarity prior. They designed a selec-
tion scheme to automatically determine the proper global
scale and rotation for each image.

There are also methods focusing on local alignment adjust-
ment for eliminating stitching artifacts. To stitch images with
large parallax, Zhang et al. [12] proposed a local stitching
method, which is based on the observation that overlapping
regions do not need to be perfectly aligned. Lin et al. [13] pro-
posed the seam-guided local alignment where the optimal
local alignment is guided by seam estimation. In theirmethod,
salient curves and line structures are preserved by local and
non-local similarity constraints. Very recently, Li et al. [14]
proposed the robust elastic warping for parallax-tolerant
image stitching. To ensure robust alignment, they applied
Bayesianmodel to remove incorrect localmatches.

However, none of these methods above consider how to
achieve better results in the displaywindow.He et al. [1] pro-
posed a content-aware warping method to produce rectan-
gular images from the stitched panoramas. Their method is
effective to rectify irregular boundaries caused by projec-
tions and casual camera movements. However, their two-
stepwarping strategy separates the stitching and rectangling
processes, and therefore cannot ensure optimal solutions.
Moreover, their method cannot cope well with scenes that
are not completely captured. Unlike [1], we incorporate
stitching and rectangling into a unified framework, and con-
struct a global optimization to obtain piecewise rectangular
panoramic images.

Video Stitching. Compared with image stitching, video
stitching is more difficult, due to the camera motion, dynamic
foreground and large parallax. For static camera settings,
such as multi-camera surveillance [15], [16], videos from dif-
ferent cameras are aligned only once, and the main challenge

is to avoid ghosting and artifacts caused by moving objects.
For moving cameras with relatively fixed positions, such as
camera arrays fixed to poles [17], cameras can be pre-cali-
brated for global stitching of videos, and spatio-temporally
coherent warping and minimizing distortion are the main
challenges due to the motion and parallax. Google Street
View [18] also utilized moving camera arrays for street view
capture and panorama generation. To generate high-quality
panoramic videos for those captured by fixed camera arrays,
Zhu et al. [19] proposed a method for real-time panoramic
video blending. Meng et al. [20] proposed a multi-UAV
(unmanned aerial vehicle) surveillance system that supports
real-time video stitching. Recently, many researchers focused
on stitching algorithms for videos shot by multiple hand-held
cameras. El-Saban et al. [21] improved the optimal seam selec-
tion blending for fast video stitching; however, they do not
consider video stabilization. Lin et al. [22] were the first to pro-
pose a robust framework to stitch videos from moving hand-
held cameras, which incorporates stabilization and stitching
into a unified framework. Guo et al. [23] andNei et al. [24] fur-
ther improved the performance of a joint video stabilization
and stitching framework. Their main contributions include:
estimation of inter-motions between cameras and intra-
motions in a video, and common background identification
formultiple input videos. In this paper, we further extend our
content-preserving image stitching to videos that are captured
from unstructured camera arrays [17].

3 OVERVIEW

Fig. 1 gives the pipeline of our content-preserving stitching
method. The input to our approach is a number of images
with partial overlaps, and the goal is to obtain a panoramic
image with regular boundaries. Similar to previous warping-
based stitching, we place a separate quad mesh on each
image, and construct energy functions with constraints on all
imagemeshes. The core of our approach is a unified optimiza-
tion framework that combines image stitching and piecewise
rectangling,which contains the following key steps:

Preprocessing. We first calculate the image match graph
using the method proposed in [6]. The images that are con-
nected in the match graph are aligned in the stitching pro-
cess. This automatic matching process allows stitching with
complex image overlaps; see examples in Fig. 9. For line
and global feature preservation, we detect straight lines in
all images using the fast line segment detector [25].

Initial Image Stitching. The goal of this step is to initialize
our content-preserving stitching, which also provides the
basis for analyzing regular boundary constraints. The stitch-
ing strategy in this step is also incorporated into the optimi-
zation of our piecewise rectangling stitching. We apply
APAP [8] for accurate feature alignment. Inspired by [4], we
also add a global similarity term for more natural stitching
with less distortions.

Piecewise Rectangular Stitching. After the initial image
stitching, we extract the contour of each warped mesh, and
obtain the irregular boundary of the stitching result by poly-
gon Boolean union operations. Then, we analyze the vertices
and intersections on the irregular boundary to get regular
boundary constraints for our energy optimization. To bal-
ance boundary simplicity and content distortion, we further
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iteratively optimize the piecewise rectangular boundary by
combining the boundary segments connected by steps on the
regular boundary. Finally, we minimize the energy function,
and get the stitching result bywarping and blending.

4 INITIAL IMAGE STITCHING

Like previous image stitching methods [4], [9], each input
image is represented using a regular quad mesh placed on
it. Let V ¼ fV ig and E ¼ fEig be the sets containing all the
vertices and edges of input images, where i ¼ 1; 2; . . .; N ,
and N is the number of images to be stitched. The jth vertex
of V i is then represented as V i

j . We aim to obtain the
deformed vertices V̂ by minimizing the energy function
FðV̂ Þ, which contains the following three terms.

Feature Alignment. Given its good performance in piece-
wise alignment, we apply APAP [8] for feature alignment,
and define the term as

faðV̂ Þ ¼
X

ði;jÞ2G

X
m

ij
k
2Mij

k~vðmij
k ðiÞÞ � ~vðmij

k ðjÞÞk2; (1)

where G refers to the image matching graph which contains
all the matched image pairs ði; jÞ, and mij

k represents one of
the feature matchings for image pair ði; jÞ. The position of
the deformed matched feature point is denoted by ~vðmij

k ðiÞÞ,
which is represented by interpolating the vertex positions
of the mesh grid on image i that contains mij

k ðiÞ. ~vðmij
k ðjÞÞ is

similarly defined.
Shape Preservation. We use the shape preservation term

defined in [26], which splits each grid cell into two triangles
and applies ARAP warping [27]. The term is defined as

fsðV̂ Þ ¼
XN
i¼1

X
V̂ i
j
2V̂ i

kV̂ i
j � V̂ i

j1
� �RðV̂ i

j0
� V̂ i

j1
Þjj2; (2)

where R ¼ 0 1
�1 0

� �
and � ¼ kV i

j � V i
j1
k=kV i

j0
� V i

j1
k are the

90� rotation matrix and scaling parameters. To achieve

shape-preserving warping, the deformed vertices V̂ i
j , V̂

i
j0
,

V̂ i
j1
should satisfy the similarity transform.
Global Similarity. We use the global similarity term pro-

posed in [4] to preserve the naturalness of panoramic
images. We first set image I1 as a reference, and specify its
desired rotation angle u1 to 0� with its scaling s1 set to 1. For
any other image Ii (2 � i � N), the desired scaling si and
rotation angle ui w.r.t. I1 are calculated according to [4]. The
global similarity term is defined as

fgðV̂ Þ ¼
XN
i¼2

X
êi
j
2Êi

bðêijÞ½kcxðêijÞ � si cos uik2

þ kcyðêijÞ � si sin uik2�;
(3)

where cxðêijÞ and cyðêijÞ refer to the coefficients of the warped
grid edges êij for similarity transforms in the x and y direc-
tions; see details in [28]. bðêijÞ is used to assign more impor-
tance to the edges in overlapping regions; see detailed
definition in [4].

With the energy terms above, we define the overall
energy for image stitching as

FstitchðV̂ Þ ¼ gafaðV̂ Þ þ gsfsðV̂ Þ þ ggfgðV̂ Þ; (4)

where ga, gs, gg are used to control the importance of the
three energy terms. In our experiments, we fix ga ¼ 1 and
set gs ¼ 6:5, gg ¼ 0:5 by default. We give more importance
to preserve the shape of image meshes for less distortion in
the warping based optimization. The warped meshes of the
stitched images with irregular boundaries will serve as the
initial state for the optimization to produce the piecewise
rectangular stitching result.

5 PIECEWISE RECTANGULAR STITCHING

For a given image collection, directly warping them to align
with a single rectangle may not be preferable when large
regions are missing. For example, as shown in Fig. 1g, the
warping-based rectangling [1] may introduce unwanted dis-
tortions when the gap between the irregular boundary of the
initial stitching result and the target rectangular boundary is
too large. To avoid such undesirable artifacts, we propose to
generate piecewise rectangular boundaries which can make the
target boundary as rectangular as possible, while avoiding
excessive distortions if there are large missing regions in the
whole scene. We also consider the content-preserving con-
straints simultaneously when optimizing the warpedmeshes.
Compared with [1], using the piecewise rectangular bound-
ary, the stitching result can be easily cropped into a rectangu-
lar photo to displaymore contents in a screen; see examples in
Fig. 12. We first extract and analyze the irregular boundary
from the initial stitching result in Section 4, and then design
an optimization objective for stitching that considers the
piecewise rectangular boundary constraints.

5.1 Irregular Boundary Extraction

The irregular boundary extraction is an important step for
panorama rectangling. Unlike [1], which places only one
mesh over the stitched panorama with irregular boundaries,
our method places a separate mesh for each image to be
stitched. As a result, the irregular boundary consists of verti-
ces from different image meshes, and around overlapping
regions, edges from different meshes intersect with each
other, as shown in Fig. 2a. Although using a single mesh as
in [1] makes the representation simpler, it has an unavoidable
limitation that due to the boundary irregularity, themesh grid
may contain regions outside the stitched images, leading to
small “holes” in the rectangling results; see Fig. 1g. In our
method, to cope with multiple meshes and arbitrary overlap-
ping situations, we notice that the overall irregular boundary
is formed by the boundaries of all warped meshes. More spe-
cifically, the boundary of eachwarpedmesh is a polygon, and
the union of all such polygons forms a compound polygon
corresponding to the stitched image. The irregular boundary
of the stitching result can be simply obtained as the boundary
of the compoundpolygon, as illustrated in Fig. 2b.

Therefore, we propose a simple and effective algorithm
for irregular boundary extraction, based on polygon Bool-
ean union operations [29]; see Algorithm 1. The input
includes the mesh vertices of all warped images, and the
goal is to obtain the vertices on the irregular boundary. As
shown in Fig. 2c, to simplify discussion we assume that the
irregular boundary is split into four sides, denoted as Bk
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(k ¼ 1; 2; 3; 4) corresponding respectively to the top, right,
bottom and left sides (in the clockwise order). Let P̂ i be the
polygon of the ith warped image. We use the algorithm
in [29] to efficiently calculate the compound polygon P̂ as
the union of all these image polygons

P̂ ¼
[N
i¼1

P̂ i: (5)

Denote by P̂j the jth vertex of P̂ in the clockwise order. We
similarly use it to represent the position of the vertex when
there is no ambiguity. P̂j can either be a boundary vertex
from a warped mesh, or the intersection of two warped
mesh edges. We introduce an indicator function zðP̂jÞ,
which is 1 if it is a vertex from a warped mesh, and 0 other-
wise. For the former case, we use V̂kj to indicate the warped
vertex. In the latter case, the position of the intersection
point is obtained using a linear interpolation of the 4 verti-
ces from the two intersecting grid edges. Denote by
kkj ¼ ½V̂mj

; V̂nj ; V̂pj ; V̂qj � the vector containing 4 vertices, and

hhj ¼ ½cmj
; cnj ; cpj ; cqj � their contributing weights. The posi-

tion of the intersection point P̂j ¼ kkj � hhj.
Towork out the irregular boundary sidesBk (k ¼ 1; 2; 3; 4),

we first obtain the axis-aligned bounding rectangle R̂ of P̂ .
Denote by Ĉk the 4 corners of the rectangle R̂. The 4 corner
vertices VCk

on thewarpedmeshes are thendefined as the ver-
tices on thewarpedmeshes closest to Ĉk, i.e.,

VCk
¼ argmin

V̂j2V̂
kV̂j � Ĉkk: (6)

The 4 corner vertices VCk
can easily split the compound

polygon P̂ into 4 sides, which are denoted as Bk.
As shown in Fig. 2, the initial image stitching result has an

irregular boundary formed by the overlapping of 4 image
meshes. Fig. 2b shows contours of all the meshes, where each
contour is shown in a different color, and the black circles are
the intersections of these contours. As shown in Fig. 2c, after
the polygon Boolean union operations, the irregular bound-
aries are correctly extracted and classified into 4 sides.

Algorithm 1. Irregular Boundary Extraction

Input:Mesh vertices V̂ i of eachwarped image Ii, i ¼ 1; 2; . . . ;N ;
Output: Indexes of boundary vertices Bk, k ¼ 1; 2; 3; 4 corre-

sponding to top, right, bottom and left sides of the
boundary;

Let P̂ i be the polygon of Ii;
Calculate P̂ using polygon union operators in Equ. (5);
foreach P̂j 2 P̂ do

Use zðP̂jÞ to indicate if it is a vertex (1) or an intersection
point (0);
if zðP̂jÞ ¼¼ 1 then
Record the vertex of the warped mesh V̂kj ;

end
else
Record the relevant vertices and their weights:
kkj ¼ ½V̂mj

; V̂nj ; V̂pj ; V̂qj �;
hhj ¼ ½cmj

; cnj ; cpj ; cqj �;
end

end
Determine the bounding rectangle R̂ of P̂ ;
Find the 4 corners Ĉk of R̂;
Calculate the 4 corner vertices VCk

using Equ. (6);
Split P̂ into Bk using VCk

(k ¼ 1; 2; 3; 4);

5.2 Piecewise Rectangular Boundary Constraints

Given the vertices from each irregular boundary side Bk

(k ¼ 1; 2; 3; 4), the aim of this step is to group them to form

boundary sections, where each section Sk
j represents a

sequence of boundary vertices that are in the same direction
and should be aligned horizontally or vertically in the target
piecewise rectangular shape. As illustrated in Fig. 2d, each sec-
tion is shown in a different color. We first sequentially collect

all the corner vertices and intersection points fCk
jg from Bk,

and initialize the boundary section fSk
j g with the vertices

between adjacent corners and intersections (including the two
endpoints). We then repeatedly merge two adjacent boundary

sections Sk
j1

and Sk
j2

if they are in the same direction, i.e.,

dirðSk
j1
Þ ¼ dirðSk

j2
Þ, where dirð�Þworks out the dominant direc-

tion as either horizontal (0) or vertical (1). When no further
merging is possible under this rule, we further merge the
boundary sections before and after the very short sections with
less than 2 vertices (referred to as small steps), to avoid overly
complicated boundary structure. After analyzing the irregular
boundary, we calculate the target boundary value of each sec-
tion valðSk

j Þ by averaging their coordinates in the correspond-
ing direction. The algorithm is summarized in Algorithm 2. As
shown in Fig. 2d, the top and bottom boundary sides contain 3
segments each, and steps orthogonal to the sides are essential
to reduce distortions in panorama rectangling.

Fig. 2. Irregular boundary extraction and piecewise rectangular boundary
construction. (a) meshes of initial stitching, (b) boundary Boolean opera-
tions, (c) irregular boundary extraction, (d) piecewise rectangular boundary.
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Algorithm 2. Piecewise Rectangular Boundary Analysis

Input: Irregular boundary sides Bk from Algorithm 1;
Output: Boundary sections Sk ¼ fSk

j g corresponding to the
boundary side Bk;

Sk ¼ ;;
Collect corners and intersectionsCk ¼ fCk

jg from Bk;
foreachCk

j ;C
k
jþ1 2 Bk do

Sk
j ¼ fCk

j . . . intermediate vertices . . .Ck
jþ1g;

Add Sk
j to Sk;

end
repeat
foreach adjacent boundary section ðSk

j1
; Sk

j2
Þ Sk

j1

T
Sk
j2
6¼ ; do

if dirðSk
j1
Þ ¼¼ dirðSk

j2
Þ then

Merge Sk
j2
to Sk

j1
;

end
end
foreach boundary section Sk

j , lenðSk
j Þ � 2 do

Merge boundary sections before and after Sk
j ;

end
until no further merging;
foreach boundary section Sk

j do
if dirðSk

j Þ ¼¼ 0 (horizontal) then

valðSk
j Þ ¼ AvgðBk

t :yÞð8Bk
t 2 Sk

j Þ;
end
else
valðSk

j Þ ¼ AvgðBk
t :xÞð8Bk

t 2 Sk
j Þ;

end
end

5.3 Piecewise Rectangular Stitching

We design a global optimization which simultaneously finds
the optimal image stitching and piecewise rectangling results.
Our energy function contains terms relating to feature align-
ment, shape preservation and global similarity constraints
that are used for stitching. Besides, we also consider regular
boundary and line preservation constraints to avoid unex-
pected distortions when rectangling irregular boundaries.
The energy terms for stitching have been defined in Section 4,
and we now define energy terms for irregular boundary rec-
tangling as follows.

Regular Boundary Preservation. With the piecewise rectan-
gular boundary constraints, we define the regular boundary
preservation energy as

frðV̂ Þ ¼
X4
k¼1

X
Sk
j
2Bk

X
V̂t2Skj

kLLdirðSk
j
Þ½zðV̂tÞV̂t

þ ð1� zðV̂tÞÞðkkt � hhtÞ� � valðSk
j Þk2;

(7)

where Bk, k ¼ 1; 2; 3; 4 refers to the boundary sides in the
top, right, bottom and left directions; Sk

j represents the jth
boundary section in the kth side, and valð�Þ refers to the
value of the target boundary section. As defined before,
zðV̂tÞ indicates the type of the boundary point, either as a
mesh vertex (1) or the intersection of two edges (0).
LL0 ¼ ½0 1� and LL1 ¼ ½1 0� are 1� 2 matrices, used to
extract the y and x components of the coordinates respec-
tively, to constrain the position of the boundary point to be
close to the desired values.

Line Preservation. To avoid unexpected distortions after
warping, we also need to preserve straight lines in panora-
mas. In the initial stitching step, we are only concerned with
obtaining the irregular boundary, thus the line preservation
term is not necessary in that step. We use the line preserva-
tion term from [22], and the line segments are detected
using [25]. Let Li be the set of all detected line segments in
image Ii. For a given line segment l 2 Li, assume that it con-
tains p sub-segments, with sample points l0; l1; . . .; lp. Each
sample point lj is represented by interpolating the vertices
of the mesh grid that contains lj. Specifically, lj ¼ V̂

i

lj
�Vi

lj
,

where V̂
i

lj
refers to the warped grid vertices, and Vi

lj
are the

corresponding weights before warping. The line preserva-
tion term is defined such that the position of a sample point
lj should be close to the position obtained by a linear inter-
polation of two endpoints l0 and lp with weights ð1� j=pÞ
and j=p. We define the energy term as

flðV̂ Þ ¼
XN
i¼1

X
l2Li

Xp�1

j¼1

k 1� j

p

� �
V̂i

l0
�VVi

l0

þ j

p
V̂i

lp
�VVi

lp
� V̂i

lj
�VVi

lj
k2:

(8)

Total Energy. With the piecewise rectangular boundary
and line preservation constraints, the total energy function
for our content-preserving image stitching is defined as

FðV̂ Þ ¼ FstitchðV̂ Þ þ grfrðV̂ Þ þ g lflðV̂ Þ; (9)

where Fstitch is the stitching energy function defined in
Equ. (4), gr and g l are weights to control the importance of
energy terms. We set gr ¼ 103 to ensure the regularity of the
boundary. In our experiments, we find that line preserva-
tion is more important than local shape preservation, thus
gl is set higher to 15 to avoid too much distortion in straight
lines.

5.4 Refinement of Piecewise Rectangular
Boundaries

As shown in Fig. 3f, our piecewise rectangular boundary
may contain some unnecessary steps, which are defined as
short boundary sections orthogonal to the direction of the
side, which may degrade the effect of rectangling. For opti-
mal stitching with a regular boundary, we further propose
to iteratively refine the piecewise rectangular boundary.
After minimizing the total energy defined in Equ. (9), we
calculate the energy value FðV̂ Þ using the optimized verti-
ces, denoted as E0. Then, we repeat the following steps at
each iteration until no further improvement can be made.

In the tth iteration (t ¼ 1; 2; . . .), we first analyze the fea-
ture points and line detection results near the boundary sec-
tions connected by steps. If such feature points and lines
exist, the corresponding step cannot be removed; see the
steps in Fig. 1d. When there are few features and lines, e.g.,
the local image contains featureless grass and sky, we fur-
ther analyze such steps as follows: For each step, we attempt
to remove it and merge the boundary sections before and
after it, which leads to a simplified boundary, and then we
apply the same image stitching by minimizing the total
energy defined in Equ. (9). The minimum energy obtained
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by removing a step is denoted as Et. We further compare Et

with Et�1 from the last iteration. If Et � Et�1 < s, which
means that the distortion in this iteration is acceptable, we
accept the new result and proceed to the next iteration. Oth-
erwise, the new result is rejected, and we return the result
from the last iteration as the final result. In this paper, we
set the threshold s to � � Et�1, and � ¼ 0:05 by default, which
works well in most examples. Our method is general in that
the panorama rectangling proposed by He et al. [1] can be
classified as a special case of our piecewise rectangling,
when there are no steps in the target boundary.

Fig. 3e is the rectangling result of our method when all
steps are removed, and there exists considerable distortion
in the bottom-right corner. Compared with the result of [1]
in Fig. 3d which contains “holes” and distortions, our rec-
tangling result is more reasonable. Figs. 3f, 3g, 3h, and 3i
show results of our piecewise rectangling in each iteration,
and the top-right corner of each result shows the shape of
the target piecewise rectangular boundary. These results
demonstrate that each iteration makes the boundary of pan-
orama closer to a rectangle. Finally we get the panorama
with optimal piecewise rectangular boundary and unnotice-
able distortions; see Fig. 3i.

5.5 Optimization and Result Generation

For initial image stitching, we first minimize FstitchðV̂ Þ
defined in Equ. (4), which is global translation invariant. To
ensure a unique solution, we fix the first vertex of the first
mesh. Note that each energy term is quadratic and the vari-
ables are mesh vertices of each image, and therefore the
energy function can be efficiently minimized by solving a
sparse linear system. Since this stitching step is only used to
get the target rectangle and irregular boundary, we do not
need to render the stitching result by warping and blending.

After the irregular boundary extraction, we minimize the
total energy defined in Equ. (9)which incorporates the regular
boundary and line preservation constraints into the stitching

framework, thus can simultaneously optimize both stitching
and boundary regularity. Since both the added terms are
quadratic, Equ. (9) can also be efficientlyminimized.

With the optimized vertices of each mesh, we further
warp each image by texture mapping and suppress seams
between different meshes by multi-band blending [19]. For
efficiency, we can also simply apply linear blending, which
works well in most cases. Fig. 1f is the stitching result con-
strained by our piecewise rectangular boundary. Compared
with the traditional stitching in Fig. 1b and existing rectan-
gling method [1] in Fig. 1g, our method makes a better bal-
ance between distortion and boundary regularity, and
preserves the panorama content in the rectangular window
as much as possible.

5.6 Discussions

We first discuss the effectiveness of all energy terms in
Equ. (9). All the five energy terms are necessary to make sat-
isfactory stitchings, and we analyze their effects by remov-
ing each of them at a time in the following ablation study.
Fig. 4a shows the 3 input images with partial overlaps for
stitching, and Fig. 4b is the initial stitching result which has
an irregular boundary and does not preserve straight lines.
Figs. 4c and 4d are the results obtained by removing the fea-
ture alignment term fa and local shape preservation term
fs, and the stitching results have ghosting and severe distor-
tion. In our experiment, when removing the global similar-
ity term fg, our method fails to produce valid initial
stitching results, because fg controls the scale and shape of
each stitched image. Without this constraint, the images
cannot be properly scaled. To show the effect of fg, we give
a very small weight to this term, and find that the scale is
largely reduced and the shape is severely distorted; see
Fig. 4e. By removing the boundary constraint term fr, the
stitching result shown in Fig. 4f has an irregular boundary.
Finally, we remove the line preservation term fl, and the
salient straight lines are not well preserved, as shown in

Fig. 3. Piecewise rectangling in image stitching. (a) initial stitching result with irregular boundaries, (b) irregular boundary extraction, (c) target boundary
estimation, (d) rectangular stitching result of [1], (e) our rectangular stitching result, (f-i) stitching results obtained by piecewise rectangling with iterative
refinement, (i) our final stitching result.
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Fig. 4g. Our stitching result with all the energy terms in
Equ. (9) is shown in Fig. 4h, which is visual pleasing with a
rectangular boundary and unnoticeable distortions. The
zoom-in views in Fig. 4 further show the effect of each
energy term.

We discuss an approach to further optimizing piecewise
rectangular boundaries. In this paper, the piecewise rectan-
gular boundary is obtained by averaging the vertex coordi-
nates in each section; see details in Algorithm 2. This simple
heuristic provides generally plausible piecewise rectangular
boundaries. In fact, if we allow the boundaries to be
adjusted during the second-stage optimization of our
method, the distortions could be further reduced by sliding
vertices on the top and bottom borders in the horizontal
direction, or sliding vertices on the left and right borders in
the vertical direction. For corner vertices, they are treated as
on two borders and therefore can move in both horizontal
and vertical directions. To obtain an optimal sliding, we try
sliding each vertex in all plausible directions. For each
direction, we search for the least energy value defined in
Equ. (9) with the boundary constraints generated by the
slid vertex positions, using the gradient descent method.
Finally, we apply the sliding that leads to the least energy
value to obtain our optimal piecewise rectangular bound-
ary. As shown in Figs. 5a and 5c, by sliding the vertices of a
step on the top border in the horizontal direction, the
slanted building wall above the car can be rectified. Figs. 5b
and 5d show another example, which rectifies the threshold
of a door by sliding in the vertical direction; see the zoom-in

views. Although effective, searching an optimal sliding for
each vertex during the energy optimization is very time-
consuming, so this optimization is not included in our
default pipeline. We plan to develop a more efficient bound-
ary optimization solution in our future work.

Finally, we compare our method with an alternative
approach using a two-stage optimization based on [1] to get
a piecewise rectangular result. As shown in Fig. 6a, in the
first stage, we perform the initial stitching, and resample a
mesh on the stitching result using the backward warping
in [1]. In the second stage, we construct an optimization
which takes constraints of line and regular boundary pres-
ervation from our method, to globally warp the resampled
mesh. Similar to [1], due to the irregular boundary of the ini-
tial stitching result, the resampled mesh usually contains
invalid pixels, which may result in “holes” along borders.
In addition, the resampled mesh could not adapt well to the
structure of the initial stitched image, which may introduce
large distortions near the piecewise rectangular boundary;

Fig. 4. Ablation study of our energy terms for rectangular stitching. (a) input images, (b) initial stitching result, (c, d, f, g) stitching results obtained by
removing fa, fs, fr, and fl respectively, (e) initial stitching result with a very small weight for fg, as no result is produced without this term, (h) our
stitching result using all energy terms.

Fig. 5. Optimizing piecewise rectangular boundaries by sliding vertices
on borders. (a) and (c) are stitching results before and after sliding verti-
ces of a step on the top border in the horizontal direction, (b) and (d) are
stitching results before and after sliding in the vertical direction.

Fig. 6. A comparison with a two-stage optimization based on [1]. (a) and
(c) are the initial and the second stage stitching results obtained by the
two-stage optimization based on [1], (b) and (d) are the initial and global
stitching results of our method, (e) and (f) show the comparison of the
final stitching results without overlaid grids.
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see Fig. 6c. Our initial and final stitching results with over-
laid meshes on them are shown in Figs. 6b and 6d. Com-
pared with the two-stage optimization based on [1], our
result has less distortions and more regular boundary, see
Figs. 6e and 6f, as highlighted in the blue and orange
rectangles.

Note that our approach is fundamentally different from
previous method [1]. The initial stitching in our method is
only used to get regular boundary constraints. Then, the
optimal warping is obtained through a global optimization
taking all the constraints into account simultaneously, with
meshes representing individual input images deforming
separately. In comparison the method in [1] takes the pre-
stitched image as input, and applies further warping for rec-
tangling. To fit the stitched image with a single mesh while
reducing distortions in rectangling, [1] adopts seam carving
for the initial mesh generation. However, their single-mesh
approach is likely to produce “holes” near boundaries, and
the follow-up warping for rectangling introduces further
distortions. In contrast, our method optimizes stitching and
rectangling in a unified framework, and our iterative refine-
ment process further identifies suitable piecewise rectangu-
lar boundaries to spread out distortions, reaching a balance
between boundary regularity and distortion.

6 RESULTS AND EVALUATIONS

In this section, we show a variety of panoramic images gen-
erated by our image stitching with regular boundary con-
straints, comparisons with state-of-the-art methods, and an
application to video stitching. Then, we report the runtime
performance, quantitative evaluation and user studies to
evaluate the effectiveness of our method. Finally, we discuss
our limitations. In this paper, we use the datasets provided
by Chen et al. [4] for image stitching, and Perazzi et al. [17]
for video stitching, along with our own captured images for
providing diverse and challenging input. For clearer pre-
sentation, we only provide input for examples shot by
ourselves.

6.1 Results and Comparisons

Fig. 7 shows a comparison of our method with [1] for produc-
ing rectangular panoramas. Fig. 7a is the initial stitching result
in the first step of our method. For fair comparison, we also
take it as the input toHe et al.’smethod [1]. In [1], a singlemesh
is placed on the initial stitched panorama with an irregular
boundary, and it is common that themesh contains regions out
of the stitched panorama; see Fig. 7b. As given in Figs. 7c and
7d, after the global warping, the rectangling result of [1] may
contain “holes”, which degrades the quality of the final rectan-
gular panorama. In addition, the method in [1] treats stitching
and rectangling as two individual processes, thus cannot well
preserve the local and global structures of the scene. Compared
with [1], we utilize the meshes (see Fig. 7e) from the initial
stitching step, thus can avoid the “hole” problem entirely.With
these meshes, a global optimization combining stitching and
rectangling constraints is constructed, and the final result can
not only obtain a regular boundary, but also well preserve the
local and global structures; see Figs. 7f and 7g.

Fig. 8 gives comparisons with state-of-the-art methods in
terms of line preservation. For fair comparison,we improve the
method in [4] by imposing the line preservation constraint, and
the stitching result is shown in Fig. 8a. Using the stitched pano-
rama from Fig. 8a, the method in [1] fails to preserve salient
straight lines; see the orange rectangles in Fig. 8b. The reason is
that [1] treats stitching and rectangling as two separate steps,
thus cannot ensure an optimal solution. Figs. 8c and 8d are our
initial piecewise rectangular stitching results without and with
line preservation, which demonstrate the effectiveness of the
line preservation energy term, and the benefit of our simulta-
neous stitching and rectangling. Fig. 8e is our final stitching
result after several iterations, which not only preserves straight
lines, but also provides rectangular boundaries. Although the
straight lines are not strictly preserved, our method makes a
good balance between line preservation and distortion.

Fig. 9 presents the results and comparisons of stitching for
scenes with largemissing contents. We provide two examples
to show the effectiveness of our method for such challenging
cases. For each example, (a) gives the initial stitching result,

Fig. 7. Comparison with He et al.’s [1] method. (a) initial stitching result, which is also used as the input to the method in [1]. Results of [1]: (b) mesh of
the initial stitching, (c) mesh after the global warping in [1], (d) rectangular panorama by [1]. Results of our method: (e) meshes of initial stitching, (f)
meshes after our global warping, (g) our rectangular panorama.
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which is also used as the input toHe et al.’smethod [1]. (b) and
(c) show the meshes after initial stitching and the extracted
irregular boundaries respectively. (d) and (e) are the rectangu-
lar stitching results of [1] and our method. Although both of
them have distortions, our result is more reasonable and visu-
ally pleasing. In addition, due to the drawback of the mesh
representation in [1], the warped panoramas may contain
“holes”. With the optimized piecewise rectangular boundary,
the distortion in our result in (f) is unnoticeable, while the con-
tent in the rectangular window is preserved as much as
possible.

An alternative approach to generating rectangular panor-
amas is image completion. Fig. 10 compares panorama

completion results, using the results of traditional stitching
and ourmethod as input. Fig. 10a is the stitching result of [4],
which has an irregular boundary and a large amount ofmiss-
ing content. By completing the “holes” in Fig. 10a using
Huang et al.’s method [30], we get the rectangular panorama
shown in Fig. 10c. The close-up windows show that their
method [30] is poor in synthesizing semantic content.
Fig. 10b is the piecewise rectangling result of our method,
which preserves regular boundaries while preventing unde-
sirable distortions. Based on our result, it is much easier for
image completion to synthesize regular “holes” in the top
left corner. The result in Fig. 10d shows that the combination
of ourmethod and image completion is successful.

Fig. 8. Comparisons with state-of-the-art methods in terms of line preservation. (a) improved stitching result obtained by [4] with the line preservation
constraint, (b) rectangling result of [1], (c) and (d) are our piecewise rectangling results in the 1st iteration without and with the line preservation
constraint, (e) our final stitching result.

Fig. 9. Results and comparisons of stitching with large missing contents. Two examples are presented as follows: (a) initial stitching result with irregu-
lar boundaries, (b) warped meshes of initial stitching, (c) irregular boundary extraction, (d) and (e) rectangular stitching results of [1] and our method
respectively, (f) our piecewise rectangular stitching result.
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Fig. 11 gives the results of selfie panoramas using our
method. We first take photos of the panorama view using the
back camera on a mobile phone, and then shoot the selfie por-
trait using the front camera facing the background of the pan-
orama. Fig. 11a shows all the input images, including photos
for the panorama background and the portrait photo. We can
see that the result of [4] in Fig. 11b contains irregular bound-
aries. Fig. 11c is the result of our piecewise rectangular stitch-
ing method without considering face features, where the
portrait is distorted toomuch. To avoid the distortion on faces,
we first detect the face region from the portrait photo, and
modify Equ. (2) (shape preservation term) as

fsðV̂ Þ ¼
XN
i¼1

X
V̂ i
j
2V̂ i

ai
jkV̂ i

j � V̂ i
j1
� �RðV̂ i

j0
� V̂ i

j1
Þjj2; (10)

where ai
j refers to the saliency value of vertex V̂ i

j . A larger

value (ai
j ¼ 20) is specified for the vertices in the face region,

and 1 otherwise. As shown in Fig. 11d, the proposed

method with constraints on face shape preservation gener-

ates a better selfie panorama.
Fig. 12 gives the results of challenging cases, which contain

a large amount of missing content, thus previous panorama
rectangling method [1] cannot produce plausible results. Row
(a) shows the stitching results of [4], which have irregular

boundaries, and Row (b) shows our piecewise rectangling
panoramas. According to the possible croppingwindows (red
and yellow) in Row (a) and (b), Row (c) further gives the final
cropped panoramas based on the stitched panoramas
obtained by [4] (cyan border) and our method (green border).
It is obvious that, with the generated piecewise rectangular
boundaries using our method, the panoramic images can be
easily cropped or even completed, and we can obtain pan-
oramic images with more content and unnoticeable distor-
tions by choosing a rectangular window in our results. Thus,
compared with traditional stitching with irregular bound-
aries, our method is effective to improve the visual effects and
wide-angle viewing experience of panoramic images.

Fig. 13 presents more results using ourmethod. Compared
with the results of the initial stitching, our final results have reg-
ular boundaries and unnoticeable distortions, which can pro-
vide better wide-angle viewing experience, and preserve
more image content in the rectangularwindow.

6.2 Application to Rectangling Video Panoramas

We further apply our method to video stitching. In fact, it is
difficult to stitch videos from individual hand-held cameras,
and rectangling them is even more challenging. The reason is
that the regular boundary in each frame would be different
and the temporal coherence is difficult to maintain due to the
shaking in each video. Inspired by [17], we aim to produce
rectangular panoramic videos from unstructured camera
arrays with fixed camera configurations. This is moremanage-
able, as the warping parameters for stitching individual
frames are nearly invariant. For temporal coherence, we pro-
pose a simple and effective scheme as follows: We first divide
a video into several blocks (35 frames per block in our experi-
ments with neighboring blocks having overlaps of 15 frames).
For each block, we compute the stitchedpanorama for the first
frame, and the warping parameters are used for the other
frames in the block. For the overlapping frames, the warping
parameters are a linear combination of neighboring blocks,
gradually transitioning from the first set of parameters to the
second. Fig. 14 shows two sets of results, and each set shows

Fig. 12. Results of challenging cases. (a) Initial stitching results with
irregular boundaries, (b) results of our piecewise rectangling, (c)
cropped images based on the stitched panoramas of [4] (cyan border)
and our results (green border).

Fig. 10. Comparison with image completion. (a) stitching result of [4], (b)
our piecewise rectangling panorama, (c, d) image completion results
obtained by applying [30] to (a) and our stitching result in (b) respectively.

Fig. 11. Selfie expansion. (a) input photos, (b) initial stitched image with
irregular boundaries, (c) result of our method with regular boundaries,
which distorts the human face, (d) result of our method with regular
boundaries and face preservation, which can avoid the unwanted face
distortion.
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Fig. 14. Application to rectangling video panoramas. We give two examples, and each example shows stitched panoramas of two different frames
obtained by [17] and our method respectively.

Fig. 13. More results. The initial stitching results are generated without the regular boundary constraint, and final results are obtained by our
piecewise rectangular stitching.
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video panoramas of different frames obtained by [17] and our
method. The comparisons show that our method is effective
in rectangling video panoramas shot by fixed camera arrays.
Please refer to the supplementary video, which can be found
on the Computer Society Digital Library at http://doi.
ieeecomputersociety.org/10.1109/TVCG.2020.2965097, for
our video stitching results, and the comparisonswith [17].

6.3 Performance

We report the performance of our method on an Intel Core i7
8550U 1.8GHz laptopwith 16GRAM. Take Fig. 1 as an exam-
ple. The input contains 5 images (800� 600), and the total
processing time is about 3.5 seconds. Specifically, the initial
stitching costs 0.81 seconds, which includes feature matching,
line detection, energy construction and optimization. Then,
the stitching with rectangular boundary constraints costs 0.49
seconds, which includes irregular boundary extraction,
boundary constraint construction and iterative optimization.
Finally, with thewarped vertices, texturemapping and blend-
ing are performed, and the time cost is 2.17 seconds. In the
optimization, we only construct the same energy terms once.
In addition, since all energy terms are quadratic, the optimiza-
tion can be solved efficiently. For our iterative optimization in
the piecewise rectangling, results in each iteration are similar
thus we take the result of the last iteration as initialization,
and apply the conjugate gradient method to make the optimi-
zation more efficient. For high resolution images, we first
downsample each image to a fixed size (0.5 Mega-pixel), and
the initial stitching and warping are performed on these
downsampled images. Then we upsample the warped verti-
ces through bilinear interpolation, and the final results are
obtained by efficient texture mapping and blending of the
original high resolution images.

6.4 Quantitative Evaluation

We first give quantitative evaluation, as shown in Table 1.
For the 6 examples in Fig. 13, we compare the average fea-
ture alignment error and cropping ratio using the initial
stitching and our piecewise rectangling method. The aver-
age feature alignment error is obtained by averaging the
distances of matched features in the overlapping regions,
and the cropping ratio is the ratio of the cropped image con-
tent by a rectangle to the whole stitched panorama. As
shown in Table 1, the initial stitching results have slightly
lower feature alignment errors than our results which is
understandable, as we need to make a balance between fea-
ture alignment and boundary regularity in the global opti-
mization. The average per-pixel feature alignment errors
and the differences are rather small, which implies that our
method is comparable to the initial stitching with regard to
feature alignment. In terms of cropping ratios, our method
has an obvious advantage over the initial stitching, thanks
to the piecewise regular boundary constraint. For examples

#1, #2, #4, our cropping ratios are 100 percent, because the
target boundary is rectangular. For examples #3, #5, #6,
our cropping ratios are close to 100 percent due to the piece-
wise rectangular boundary, which helps to retain as much
content as possible in the cropping window.

6.5 User Study

To evaluate the visual quality of our stitching results, we
invited 20 participants with ages ranging from 19 to 23, and
split them evenly into two groups to take part in two user
studies respectively. After watching these panoramas in the
supplemental material, available online, for 3	5 minutes,
they were asked to give scores for each example. In the 1st

user study, the first group of participants were asked to
score two indicators (visual quality and wide-angle effect)
for panoramas obtained by the initial stitching and our rec-
tangling, where all examples in the supplemental material,
available online, are used. In the 2nd user study, the second
group of participants were asked to score another two indi-
cators (wide-angle effect and free of distortion) for panora-
mas obtained by our direct rectangling and piecewise
rectangling. Each indicator was graded by an integer rang-
ing from 1 to 5 (from the worst to the best). We report the
mean value and standard deviation of users’ scores for each
example and the aggregate data in Table 2.

In user study I, the scores of our method are better than
those of the initial stitching for each example, and the aggre-
gate data further shows that our stitching (m ¼ 4:60; 4:80) is
more satisfactory than the initial stitching (m ¼ 4:20; 4:13) in
terms of visual quality and wide-angle effect, showing that
users tend to prefer regular boundaries. The two sample t-test
shows that the differences between the scores of “visual qual-
ity” and “wide-angle effect” are both significant (p-values:
0.049 and 0.002). Thus, it is obvious that panoramas with
piecewise rectangular boundaries are preferred bymost users,
and provide betterwide-angle effect.

In user study II, the direct and piecewise rectangling refer to
our stitchingmethodwith rectangular andpiecewise rectangu-
lar boundaries respectively. Since not all stitching results have
piecewise rectangular boundaries, we only used the subset
with piecewise rectangular boundaries, as shown in the sup-
plemental material (Figures 1	11), available online. The mean
values of each example and aggregate data show that the direct
rectangling performs slightly better in terms of “wide-angle
effect”, and the piecewise rectangling performsmuch better in
terms of “free of distortion”. After performing the two sample
t-tests over the comparison of “wide-angle effect” and “free of
distortion”, we find that the p-values ¼ 0:29 > 0:05 and
0:015 < 0:05, which show that the advantage of the direct rec-
tangling in terms of wide-angle effect is not statistically signifi-
cant, while the piecewise rectangling method significantly
reduces undesirable distortions. Combining the comparisons
of the two indicators, the piecewise rectangling makes a good

TABLE 1
Quantitative Evaluation of Average Feature Alignment Errors in Pixels and Cropping Ratios

#1 #2 #3 #4 #5 #6

Inital Stitching 0.17n82:8% 0.21n86:3% 0.16n79:2% 0.26n78:7% 0.28n75:0% 0.18n83:9%
Our method 0.32n100% 0.21n100% 0.19n96:7% 0.29n100% 0.31n85:5% 0.21n92:7%
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balance, and can obtain panoramas with unnoticeable distor-
tions and acceptablewide-angle effect.

6.6 Limitations

Due to the free movement of hand-held cameras, panoramic
images inevitably have irregular boundaries and missing
content. Our piecewise rectangling stitching can effectively
rectify these problems by warping-based optimizations
with regular boundary constraints. However, there are still
some limitations: (1) Similar to most warping-based meth-
ods, our method cannot preserve all lines well when there
are many lines in local regions. (2) Our method may fail
when there are salient structures near the intersection of
neighboring meshes. See Fig. 15 for an example, where the
zoom-in views show that our piecewise rectangling scheme
may introduce unwanted distortion in order to preserve the
piecewise rectangular boundary.

7 CONCLUSION

In this paper, we have proposed an efficient approach for con-
tent-preserving stitching with regular boundary constraints,
which can generate panoramic images with piecewise rectan-
gular boundaries. Our main contribution is a global optimiza-
tion which incorporates the regular boundary constraint in the
framework of image stitching. Based on traditional stitching
with irregular boundaries, we analyze the warpedmeshes and
extract the outer irregular boundary, and then setup the

piecewise rectangular boundary constraint for the optimiza-
tion to get the final content-preserving stitching result. Experi-
ments, comparisons and an application show that our method
is effective and outperforms state-of-the-art methods. Specifi-
cally, for panoramic scenes with missing contents, our piece-
wise rectangling not only regularizes the stitching boundary as
much as possible, but also avoids unwanted distortions. We
also conduct quantitative evaluation and two user studies to
further demonstrate the advantages of ourmethod.

In the future, wewill considermore features to improve the
performance of panorama rectangling, such as visual saliency,
scene structure, etc. For video stabilization and stitching, the
warping-based method may also introduce irregular bound-
aries. Regularizing the boundary of warped videos can pre-
serve more content in the cropping window and improve the
viewing experience. However, for videos shot by freely mov-
ing hand-held cameras, it is difficult to define the regular
boundary constraints, and maintain the spatial-temporal
coherence.We leave these problems as our futurework.
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